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ABSTRACT 
Based on B-spline factorization, a new category of ar- 

chitectures for Discrete Wavelet Transform (DWT) is pro- 
posed in this paper. The B-spline factorization mainly con- 
sists ofthe B-spline part and the distributedpart. The former 
is proposed to be constructed by use of Pascal implementa- 
tion. And the latter is the only part requiring multipliers 
and can be implemented with Type-I or Type-I1 polyphase 
decomposition. Since the degree of the distributed part is 
usually designed as small as possible, the proposed archi- 
tectures could need fewer multipliers than previous arts, but 
more adders would be required. However, many adders can 
he implemented with small area and low speed adders be- 
cause only few adders are on the critical path. Two cases of 
the JPEG2000 defaulted (9,7) filter and the (6,lO) filter are 
given to demonstrate the efficiency of the proposed archi- 
tectures. 

1.  INTRODUCTION 

DWT has been developed as an efficient and powerhl tool 
for signal analysis and image compression. Because it would 
require a huge amount of computation, many VLSI archi- 
tectures have been proposed, which are mainly based on 
convolution scheme [ I ,  21 and lifting scheme [3,4]. The for- 
mer is to implement two-channel filter banks directly. And 
the latter is to factorize the polyphase matrix into many lift- 
ing steps based on the perfect reconstruction property [S ,  61. 
The lifting scheme usually requires fewer multipliers and 
adders than the’convolution scheme. 
However, the intrinsic B-spline property of DWT was not 
used to construct VLSI architectures in literature. Accord- 
ing to [7], any DWT filters could be B-spline factorized into 
the B-spline part and the distributed part. The B-spline part 
contributes to all important wavelet properties. And the dis- 
tributed part is used to design FIR DWT filters. Since only 
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the distributed part requires multipliers, the B-spline factor- 
ization could offer fewer multipliers than the lifting scheme 
but induce more adders as well. 
In this paper, we propose to implement DWT based on the 
B-spline factorization. Instead of direct implementation, the 
B-spline part is proposed to be constructed with the Pascal 
implementation for reducing adders. And the distributed 
part could be implemented with Type-I or Type-I1 polyphase 
decomposition. The organization of this paper is as follows. 
Section 2 reviews previous arts for DWT architectures. The 
B-spline factorization theory is described in section 3, and 
the proposed architectures are presented in section 4. The 
case studies of the PEG2000 defaulted (Y,7) filter and the 
(6,lO) filter are given in section 5. At last, this paper is sum- 
marized in section 6. 

2. PREVIOUS DWT ARCHITECTURES 

The convolution scheme is to implement DWT with the di- 
rect structures of two-channel filter banks. Many design 
techniques, such as folding, unfolding, and polyphase de- 
composition, have been adopted to implement the pair of 
lowpass and highpass filters. However, these two filters 
are considered independently in this scheme. On the other 
hand, lifting scheme [SI has been widely used to reduce the 
required multiplications and additions by exploring the rela- 
tion of lowpass and highpass filters. Furthermore, any hvo- 
channel filter bank of perfect reconstruction property could 
be factorized into the corresponding lifting structures [6]. 
Thus, DWT architectures can be categorized as Fig. 1. The 
general two-channel filter hanks can be implemented with 
convolution scheme. If the two-channel filter bank has the 
perfect reconstruction property, it could be implemented with 
fewer arithmetic operations by use of lifting-based architec- 
tures. DWT can be implemented with the above schemes 
because it can be viewed as two-channel filter banks of per- 
fect reconstruction property However, the B-spline factor- 
ization property ofDWT has not been used to construct effi- 



cient architectures i n  literature, which is an important p rop  
erty for DWT and will be described in the next section. 

Fig. 1. Category ofDWT architectures 

3. B-SPLINE FACTORIZATION FOR DWT 

P H - 1  According to [7], the lowpass filter, H ( z )  = h / ,  
and highpass filter, G(i) = C z ? ' g ; ~ - ~ ,  ofany DWTcan 
he factorized as 

H(t )  = ( 1  + t-l)?~ Q ( Z ) .  h o  
C(Z)  = (1 - z-')?. . R ( Z )  .go (1) 

where the first, second, and third terms of the right-hand 
side can be called the B-spline part, distributed part, and 
norinalization part, respectively. 
The B-spline part is responsible for important properties of 
DWT, such as order of approximation, reproduction ofpoly- 
nomials, vanishing moments, and multiscale differentiation 
property And the distributed part is used to derive efficient 
FIR DWT filters [7]. As for the normalization part, it is ex- 
tracted in this paper for implementation issues. It can he im- 
pleincnted independently from the other two parts and fur- 
ther together with the following quantization if image com- 
pression is needed. This normalization part is very similar 
with the normalization step in the lifting scheme. Based on 
the B-spline factorization, the output ofhighpass filter is the 
7,;th order difference of the input signals. 

4. PROPOSED B-SPLINE FACTORIZED 
ARCHITECTURE 

We propose to implement DWT architectures based on the 
B-spline factorization ofequation ( I ) .  The direct implemen- 
tation of polyphase decomposition ofthe B-spline part will 
require 27, + ZyG adders for a pair of lowpass and high- 
pass outputs. Instead, the Pascal implementation is pro- 
posed for the B-spline part. For example, the implemen- 
tation of (1 + 2-1)4 = 1 + 42-' + 6z-* + 4 ~ - ~  + 2-4  

and (1 - i-1)4 = I - 42-' + Gt-' - 4tx3 + z - ~  can be 
computed 1 + 6z-* + t-* and 42-' + 4z-3 first. Then the 
sumofthein is ( I + ~ - ' ) ~ , a n d t h e d i f f e r e n c e i s  ( l - ~ - l ) ~ .  
Furthermore, the integer inultiplications ofthe B-spline part 

are implemented with shifters and adders, instead of multi- 
pliers. In this example, the Pascal implementation only re- 
quires 12 adders, but the direct implementation will need 16 
adders. The distributed part is the only part with multipliers 
and is implemented by polyphase decomposition. There are 
two possible types of polyphase decomposition as shown in 
Fig. 2. Since the normalization part can he implemented 
independently from the other two parts, it will be excluded 
in the following discussion. 

Evenpart - z F  
Odd part % Odd part 

(a) Type-1 (b) Type-I1 

Fig. 2. Two polyphase decomposition types 

The main advantage of the B-spline factorized architec- 
tures is that possibly fewer multipliers are required than 
the convolution and lifting scheme. This is because the 
degrees of Q ( z )  and R ( z )  (yQ and -yn) are designed as 
small as possible for given r,, and yo, which dominates 
all wavelet properties. The convolution scheme will re- 
quire about -yH + yG + 7,  + yn multipliers, while the lift- 
ing scheme could possibly save a half number of multipli- 
ers. But the B-spline factorized architecture only require 
-yo + yn multipliers which are fewer than 7 H + 7 G ~ f 7 n  

if -yQ + -yn < y,, + yG. However, the disadvantage is that 
more adders may be required. 

5. CASE STUDIES 

In this section, the JPEG2000 defaulted (9,7) filter and the 
(6,lO) filter [3] are studied and implemented by use of pro- 
posed B-spline factorized architectures. 

5.1. JPEGZOOO defaulted (9,7) filter 

The B-spline factorizationofthe (9,7) filter can be expressed 
as: 

H ( = )  = (I + 2-1)4(1 + t d  + t z r 2  + t,Z-3 + Z-4)ho 

G ( ~ )  = (I - 2-1)4(1 + t3=-* + z -z )go  (2) 

wheretl = -4.630464,t~ = 9.597484,andt3 = 3.369536 
Thus the B-spline factorized architecture of the (9,7) filter 
will only need three multipliers, excluding the normaliza- 
tion part ho and go. However, 18 adders are required, of 
which 12 adders for the B-spline part and 6 adders for the 
distributed part. The proposed B-spline factorized architec- 
tures are shown in Fig. 3, where Fig. 3(a) and (b) represent 
Type-I and Type-I1 polyphase decomposition, respectively. 
And the notation for FIR filters is described as Fig. 4. 
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L' (Pipeiining) 

L.' (&timing) 

(a) Type-I 

1.3 (detiming) 

(b) Type-I1 

Fig. 3. Proposed B-spline factorized architectures for (9,7) 
filter 

mppsq 
Fig. 4. Notation for filters 

Thc original Type-I architecture requires ten registers, 
and the critical path is T,,, +5T,, where T, is the time taken 
for a multiplication operation, and T, is the time needed 
for an addition operation. If retiming is performed through 
the downside dot line of Fig. 3(a), the number of registers 
will be decreased from ten to eight without modifying the 
critical path. On the other hand, if pipelining is performed 
through the upside dot line, the critical path can be short- 
ened to T,,, + 2T,, with totally 12 registers. However, the 
critical path ofthe retiming Type-I1 architecture is T,,+ZT, 
with only 10 registers. 

5.1.1. Curnpurisun 

By extracting the normalization part ho and go and utilizing 
the symmetric property, the convolution-based architecture 
ofthe (9,7) filter can be implementedby use of 7 multipliers, 
14 adders, and 7 registers. And the critical path is T, + 3T, 

if adder tree is used to connect adders. 
The lifting scheme of the (9,7) filter can be factorized as: 

b ( l + z )  1 
P ( z )  = 

(3) 

where P(z) is the polyphase matrix, and the coefficients 
are given as a = -1.586134342, b = -0.052980118, c = 
0.882911076, d = 0.443506852, and K = 1.149604398. 
The corresponding signal flow graph is shown in Fig. 5. 
Thus, the lifting-based architecture would require 4 multi- 
pliers and 8 adders if the normalization steps K and 1 f K  
are excluded. The critical path 4T, + 8T, is quite long 
with only 4 registers and can be reduced to T,,, + ZT, by 
pipelining through the dot lines with totally I O  registers. 

Impass hi h p r u  -I-.]- K 1IK 

. . . [pi... . . . . . . . . . . . . . . 

v/h 

Fig. 5. Lifting scheme for the (9,7) filter 

The proposed B-spline factorized architectures as well 
as the aforementioned convolution-based and lifting-based 
ones have been verified by use of Verilog-XL and synthe- 
sized into gate-level netlists by Synopsys Design Compiler 
with standard cells from Artisan 0.25-pm cell l ibmy. The 
comparison and synthesis results are shown in Table I ,  where 
the internal bit-widths are all 16-bit, the multipliers are all 
16-by-I2 multiplications, and the adders are also 16-bit for 
comparison. The gate counts are given with combinational 
and non-combinational gate counts separately. The former 
contributes to the multipliers and adders while the latter is 
responsible to the registers. For circuit synthesis, the timing 
constraints are set as tight as possible. 
According to Table 1, the proposed architectures could re- 
quire fewer gate counts under the same timing constraints. 
Although the proposed architectures need more adders, most 
of the adders are not on the critical path such that they can 
be implemented with smaller area and lower speed adders. 
Furthermore, the saving of gate counts will he more signifi- 
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cant if the multipliers are required to be more floating-point 
precision. 

5.2. The (6,lO) filter 

The B-spline factorization ofthe (6,lO) filter [3] can be ex- 
pressed as: 
H ( r )  =(I  + ~ - ' ) ~ ( l  + .s3z-' + z - 2 ) k u  

C(Z) =(I  - Z F ' ) 3 ( 1  - z- ' )2  

(1 + s*z-' + s2z-2 + s,z -S + z-4)g0 

( 1 + 7 . , 2 - 1 + T 2 1 - 2 + T 3 2 - 3 + 7 - 2 2 ~ 4 + 7 - 1 2 - 5 + e - 6 ) 9 "  

(4) 
'(1 - 1-1)3 

(5 )  

where S I  = 4 1 ,  s2 = t z ,  s3 = - t 3 ,  T I  = 2.630464, 
v2 = 1.336557, and 'r3 = -9.934042. However, the Pas- 
cal implementation can only cover (1 i z - ~ ) ~ ,  and there 
are two solutions, Solution-1 and Solution-2, for the left 
part (1 - 2-l) '  of G ( z ) ,  which are corresponding to equa- 
tions (4) and ( 5 ) .  The proposed architectures are shown in 
Fig. 6, where the parts marked with '*' and '**' can be 
shared. Thus, the Solution-I of the B-spline factorized ar- 
chitecture would require 3 multipliers and 20 adders while 
the Solution-2 would need 4 multipliers and 18 adders. 

The critical path ofthe Solution-I architecture could be 
T,,, + GT,,, T,,, + 4T,,, or T,,, + 2T, by retiming, pipelin- 
ing, or retiming and pipelining together. The corresponding 
numbers of registers are 9, 11, and 13. On the other hand, 
the Solution-2 architechire can be retimed to obtain a criti- 
cal path ofT,,, + ST,. with totally 9 registers. 

S.2. I .  Compurison 

By extracting the normalization part ho and go and utilizing 
the anti-symmetric property, the convolution-based archi- 
tecture of the (6,lO) filter can be implemented by use of 6 
multipliers, 14 adders, and 8 registers. And the critical path 
is T,,, + 4T, if the adder tree is used. 
In contrast to the odd symmetric (9,7) filter, the polyphase 
matrix of the even anti-symmetric (6,lO) filter can be de- 
composed as follows: 

l a  1 1 e + d r  
p ( z ) = [  0 1 ] [ b+cz-' I [ 0 1 

where the coefficients are given as a = -0.369536, b = 
-0 .42780 ,~  = -0.119532,d = -0.090075,e = 0.872739, 
g = -0.572909, f = 0.224338, K1 = 0.874919, and 
IC2 = 1.142063 [3]. Thus, the lifting-based architecture 
can b e  shown as Fig. 7, where 7 multipliers, 8 adders, and 
5 rcgisters are required if K1 and IC2 are excluded. 

As the case of (9,7) filter, the proposed, convolution- 
h::sed, and lifting-based architectures have been verified and 
synthesized. The bit-width and timing constraints are all the 

I 

L 

I 

2' (Piplining) 

(a) Solution-I Type-I 

P! (Retiming) 

(b) Solution-2 Type-I 

Fig. 6. Proposed B-spline factorized architectures for the 
(6,lO) filter 

same as the case of(9,7) filter. The results are listed in Table 
2. In this case, the lifting-based architecture requires more 
multipliers than the convolution-based one because the lift- 
ing scheme of even anti-symmetric DWT filters is not as 
efficient as that of odd symmetric filters. However, the pro- 
posed B-spline architecture can still reduce the number of 
multipliers to three. Table 2 shows that the proposed archi- 
tectures can achieve the same timing constraints with fewer 
gate counts than the other two architectures. 

6. SUMMARY 

In this paper, efficient DWT architectures are proposed on 
the basis of B-spline factorization. The B-spline part is pro- 
posed to be implemented with Pascal implementation. And 
the distributed part could be implemented with Type-I or 
Type-I1 polyphase decomposition. Because the distributed 
part is usually designed as smaller as possible, the proposed 
B-spline factorized architectures consist of fewer multipli- 
ers than the convolution-based and lifting-based ones. Al- 
though more adders are required, many adders can be im- 
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Table 1.  Comparisons for DWT architectures ofthe (9,7) filtei 

Table 2. Comparisons for DWT architectures of the (6,lO) filter 

highpaas lawpass 

Fig. 7. Lifting scheme for the (6,tO) filter 

pleinented with small area and low speed adders because 
most ofthein are not on the critical path. Based on two case 
studies of the (9,7) and (6,lO) filters, the efficiency of the 
proposed architectures is proven. 
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